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The LQR Baseline with Adaptive Augmentation Rejection of Unmatched
Input Disturbance
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Abstract: In this paper, disturbance rejection algorithm based on model reference adaptive control (MRAC) aug-
mentation of linear quadratic regulator (LQR) controller is investigated for uncertain turbulence disturbances. The
direct adaptive state feedback optimal controller based on an LDU gain decomposition parameterization is designed
to solve the turbulence compensation problem to enhance control performance. Under the proposed control tech-
niques, the bounded stability is achieved and the controller is able to remain within tight bounds on the matched
and unmatched uncertainties. Finally, simulation results are presented to illustrate the effectiveness of the proposed
MRAC augmentation of LQR controller.
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NOMENCLATURE

Ap open-loop state matrix about nominal trim
A LQR controller based state matrix
Bp open-loop input matrix about nominal trim
Bd LQR controller based state matrix

uncertainty
Br LQR controller based reference input

matrix
B LQR controller based control input matrix
C open-loop output matrix about nominal

trim
x(t) open-loop plant measured state
x̂(t) predictor plant state
xre f (t) reference state
y(t) open-loop plant measured output
ym (t) the model reference output
ubl (t) the baseline controller
uad (t) the adaptive controller
Gp (s) LQR controller based transfer matrix
Gd (s) LQR controller based disturbance transfer

matrix
Γ unknown matrix of constant parameters
Ω(x) the known Lipschitz-continuous regressor

vector
f (x) system matched uncertainty
ξ (t) system unmatched uncertainty
Λ control ineffectiveness uncertainty
Wm (s) reference transfer function matrix
ξm (s) modified interactor matrix
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Pl (s) poles polynomial matrix of the system
Z0 (s) zeros polynomial matrix of the system
Zd (s) zeros polynomial matrix of the disturbance
d (t) input disturbance regressor vector
d j0,d jk (t) some unknown constants of the

disturbance
Pre f ,Pprd symmetric positive-definite matrices of the

algebraic Lyapunov equations
f (t) some known bounded continuous

disturbance
K∗T

1 ,K∗
2 the nominal parameters of the adaptive controller

K∗
3 (t)

Φ∗,Φ(t) the nominal and estimate parameters of the
adaptive controller

Θ∗
0,Θ(t) the nominal and estimate parameters of

matrix L
Ψ∗,Ψ(t) the nominal and estimate parameters of

matrix D
h(s) an introduced signal filter
ξ (t) ,η (t)

introduced auxiliary signal of adaptive lawsζ (t) ,m(t)
ε (t) introduced estimation error
Pθ ,Pϕ ,P the gain of the MRAC adaptive laws
Px,Pr,Pτ the gain of the PMRAC adaptive laws
δr rudder deflection angle, deg
δa aileron deflection angle, deg
φ roll angle, rad
p roll rate, rad/s
r yaw rate, rad/s
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1. INTRODUCTION

During the past decades, several disturbance attenua-
tion and rejection approaches have been established. The
H∞ control technique which has advantages over classical
control techniques is an effective disturbance attenuation
method and has already been successfully applied in prac-
tice [1, 2]. However, the robustness against disturbance
achieved by the H∞ control approach is guaranteed at
the price of degraded nominal performance and the distur-
bance is assumed to have finite energy. Slide mode control
is an effective robust control algorithm since it is insen-
sitive to model uncertainties, external disturbances and
parameter variations [3–9]. In [7] a method that combines
H∞ and integral sliding mode control was proposed. The
main idea is to choose such a projection matrix, ensuring
that unmatched perturbations are not amplified and more-
over minimized. However, the slide mode control method
has an inherent feature of the chattering phenomenon
caused by the high-frequency control switching. This
chattering could severely deteriorate the performance of
the system. Recently, researches have been done to ensure
the robustness for system uncertainties and external dis-
turbances through using adaptive fuzzy output feedback
[10–12], dissipativity and l2 − l∞ approaches [13–15].

Adaptive control systems, under some generic design
conditions, are capable of tolerating large parametric,
structural and parameterizable disturbance uncertain-
ties, to ensure desired system asymptotic tracking per-
formance, in addition to system stability [16]. Such
asymptotic tracking performance is crucial for many
performance-critical system applications such as aircraft
control systems. Some adaptive control methods with
optimal control design were promoted to solve the distur-
bance problem [17–24]. In [17], the dead-zone modifi-
cation stops the adaptation process when the norm of the
tracking error becomes smaller than the prescribed value.
However, the dead-zone modification is not lipschitz and
it may cause high-frequency and other undesirable effects,
especially when the tracking error is near the dead-zone
boundary. The σ−modification together with a dynamic
normalization was employed in the adaptive law to ensure
robustness for small tracking errors and e−modification
was introduced to replace the constant damping gain σ
with a term proportional to a linear combination of the
system tracking errors [18, 19]. However, for large track-
ing errors, the dead zone, the σ−modification, and the
e−modification slow down the adaptation. In [20, 21],
the adaptive feedforward cancelation algorithms can be
applied to reject such frequency-modulated disturbances,
which are exactly equivalent to a set of compensators
implementing the internal model principle. In [22–24],
optimal control modification method was developed for
systems with unmatched uncertainty using a predictor
model for estimating the control input. However, the ex-

isting adaptive disturbance rejection designs are mainly
for the matched disturbance rejection or for the unmatched
disturbance rejection, but with certain difficulty of achiev-
ing the asymptotic output tracking performance.

The LQR baseline controller augmented with adap-
tive component has proven to be an effective choice for
accommodating the parametric uncertainties present in
flight control applications and for ensuring satisfactory
reference tracking [25–32]. This baseline controller with
adaptive augmentation architecture could provide good
tracking and transient performance with certain uncer-
tainty. A combining direct and indirect MRAC (CMRAC)
was developed to augment the LQR based method and
improve the transient performance compared with the
direct MRAC method [29]. A comparison was given
between the now-classical direct MRAC [34,35] and CM-
RAC augment system [30], and the CMRAC augment
method has the better transient characteristics than the
MRAC method, when using prediction errors in addition
to tracking errors, in formulating adaptive law dynamics.
In [31], an alternative model reference adaptive control
(AMRAC) state-feedback architecture for MIMO sys-
tems with matched uncertainties was developed and the
tracking performance of both the AMRAC and CMRAC
controllers is similar, and both controllers portray smooth
control input signals, as compared to MRAC. A predictor-
based MRAC (PMRAC) augment method was proposed
in [32] and simulation results confirm the fact that the
proposed PMRAC controller provides improved transient
response compared with MRAC of the closed-loop sys-
tem, in the presence of matched uncertainties. However,
the existing LQR baseline controller augmented with
MRAC, CMRAC, AMRAC and PMRAC are mainly for
the matched disturbance rejection.

The motivation for studying LQR baseline controller
augmented with adaptive component comes from the fact
that it is still significant to develop a new LQR based
MRAC disturbance rejection techniques to deal with
unmatched input disturbances to ensure the asymptotic
output tracking performance and improve the transient
performance compared with the single MRAC method.
The main contributions of this paper are described as fol-
lows.

1) A new LQR based MRAC method is introduced
to deal with unmatched input disturbances to ensure the
asymptotic output tracking and improve the transient per-
formance.

2) The proposed LQR based MRAC with LDU
decomposition-based controller is developed for mul-
tivariable linear systems with unmatched input distur-
bances, including key design conditions in terms of sys-
tem control and disturbance relative degrees, nominal
plant-model matching control designs, adaptive law and
stability analysis.

3) Comparisons and extensive simulations are studied
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to verify the effectiveness of the proposed new LQR based
MRAC method.

The rest of this paper is organized as follows. In sec-
tion 2, a linear time-invariant system problem in matched
and unmatched uncertainties is formulated and the LQR
baseline controller is designed. In section 3, we propose
LQR baseline controller augment with MRAC to solve
the disturbance and we illustrate an application of the
proposed adaptive design to aircraft wind disturbance re-
jection control. In section 4 and 5, some simulation results
and conclusions are discussed.

2. PROBLEM FORMULATION AND
PRELIMINARIES

2.1. Problem formulation
Consider the linear time-invariant system in the follow-

ing form:

ẋ(t) = Apx(t)+BpΛ(u(t)+ f (x))+ξ (t) ,
y(t) =Cx(t) , f (x) = ΓT Ω(x) ,

(1)

where x(t) ∈ Rn is the system state vector, Ap ∈ Rn×n and
Bp ∈ Rn×M are constant and known, C ∈ RM×n is constant
and unknown, u(t) ∈ RM is the control input, Λ ∈ RM×M

and f (x) are matched uncertainty, Λ with an unknown
constant diagonal positive-definite matrix. f (x) is the
linear-in-parameters state-dependent matched uncertainty.
Γ ∈ RN×M is a constant matrix of the unknown coefficients
and Ω(x)∈RN is the known N-dimensional regressor vec-
tor, whose components are locally lipschitz-continuous
functions. ξ (t) ∈ Rn is the unmatched bounded distur-
bance input, y(t) ∈ RM is the regulated output, x(t) ∈ RM

is the system state.

2.2. LQR control design
When the uncertainties parameter Λ = IM×M, f (x) = 0

and ξ (t) = 0, the plant (1) becomes

ẋ(t) = Apx(t)+Bpu(t),
y(t) =Cx(t) .

(2)

The LQR controller is

u(t) = KT
x x(t)+KT

r r (t) , (3)

where KT
x ∈ RM×n and KT

r ∈ RM×M are the baseline feed-
back and feedforward gain matrices and r (t) ∈ RM is a
bounded reference input signal. These gains can be calcu-
lated as follows:

KT
x =−R−1BT

p P,KT
r =−

(
CA−1

re f Bp

)−1
, (4)

where the nominal matrix is

Are f = Ap +BpKT
x , (5)

Q is a symmetric positive semidefinite matrix and R is a
symmetric positive definite matrix. The cost weight ma-
trices (Ap,Bp) is stabilizable and

(
Ap,Q

1
2

)
is detectable.

For the infinite-time problem, the optimal steady-state
control law for u using state feedback is formed by solv-
ing the algebraic Riccati equation using Q and R form (5),
the equation is given as

PAp +Ap
T P−PBpR−1BT

p P+Q = 0. (6)

The reference model dynamics is

ẋ(t) = Ax(t)+Brr (t)
A = Ap +BpKT

x ,Br = BKT
r .

(7)

If uncertainties and disturbances are not present, the LQR
controller is well performed for the system. However, the
not adequate performance or stability is provided by the
LQR controller when the disturbances are turned on.

2.3. Controller objective
The controller structure is u(t) = ubl (t) + uad (t) =

KT
x x(t)+ v(t), where ubl (t) = KT

x x(t) is used to improve
the transient performance of the system and uad (t) = v(t)
is used to ensure the stability of the output tracking in
the case of matched and unmatched disturbances. When
the parameter Λ ̸= IM×M, f (x) ̸= 0,ξ (t) ̸= 0, the reference
model dynamics become

ẋ(t) =
(
Ap +BpΛKT

x

)
x(t)+BpΛ(v(t)+ f (x))

+ξ (t) .
(8)

We define the system matrix and disturbance as

A = Ap +BpΛKT
x , B = BpΛ,

Bdd (t) = B f (x)+ξ (t) .
(9)

We have the LQR controller based multi-output linear
time-invariant system described by

ẋ(t) = Ax(t)+Bv(t)+Bdd (t) y(t) =Cx(t) , (10)

where A ∈ Rn×n, B ∈ Rn×M , Bd ∈ Rn×p and C ∈ RM×n, are
constant and unknown, and d (t) = [d1 (t) , . . . ,dp (t)]

T ∈
Rp is the disturbance vector. The element d j (t) is charac-
terized as

d j (t) = d j0 (t)+
q j

∑
k=1

d jk f jk (t), (11)

where d j0 and d jk are some unknown constants, f jk

are some known bounded continuous signal, j =
1,2, . . . , p,k = 1,2, . . .q j. Note that such a parameter-
izable disturbance feature is necessary for an adaptive
compensation design to cancel the disturbance effect.

An augmentation control signal v(t) is introduced to
cope with system parameter uncertainties. The state vec-
tor x(t) is available for measurement, the nominal state
feedback controller with the disturbance rejection term is

v(t) = v∗ (t) = K∗T
1 x(t)+K∗

2 r (t)+K∗
3 (t) , (12)

where the nominal parameters K∗T
1 ∈ RM×n and K∗T

2 ∈
RM×M are for the plant-model output matching and
K∗

3 (t) ∈ RM is used to cancel the effect of the disturbance
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d (t). The control objective is to design an adaptive con-
troller v(t) so that the baseline controller based system
(10) output state vector signal y(t) can asymptotically
track a reference output vector signal ym (t) generate from
a chosen reference model:

ym (t) =Wm (s) [r] (t) , (13)

where Wm (s) ∈ RM×M is a stable transfer function matrix
to be chosen as Wm (s) = ξ−1

m (s) for the modified interac-
tor matrix ξm (s) of Gp (s) = C(sI −A)−1B. Note that in
this paper, we use the notation y = G(s) [u] (t) to repre-
sent the output y(t) of a system whose transfer matrix is
G(s) and input is u(t), a convenient notation for adaptive
control systems.

2.4. Preliminaries and assumptions
Lemma 1 [33]: For every real matrix with nonzero

leading principal minors can be uniquely factored as

Kp = LDU, (14)

where L is unity lower triangular, U is unity upper trian-
gular, and

D = diag{d1,d2, . . . ,dm}
= diag

{
∆1,∆2∆−1, . . . ,∆m∆−1

m−1

}
.

(15)

Lemma 2 [13]: For any M×M strictly proper and full
rank rational transfer matrix G(s), there exists a lower tri-
angular polynomial matrix ξm (s), defined as the left inter-
actor matrix of G(s), of the form

ξm (s) =


d1 (s) 0 0 0
hm

21 (s) d2 (s) 0 0
...

...
...

...
hm

M1 (s) hm
M2 (s) ... dM (s)

 , (16)

where hm
i j(s), j = 1, 2, ..., M − 1, i = 2, ..., M, are some

polynomials and di (s) are any chosen monic stable poly-
nomials such that the high-frequency gain matrix of G(s)
defined as Kp = lims→∞ξm (s)G(s) .

From the baseline controller based system (10), the
control and disturbance transfer functions are obtained
as Gp (s) = C(sI −A)−1B and Gd (s) = C(sI −A)−1Bd

and are expressed in their left coprime polynomial ma-
trix decompositions: Gp (s) = P−1

l (s)Zp (s) and Gd (s) =
P−1

l (s)Zd (s), where Pl (s) ,Zp (s) ∈ RM×M and Zd (s) ∈
RM×p are some polynomial matrices.

Assumption 1: All zero of Gp are stable, and (A,B,C)
is stabilizable and detectable.

Assumption 2: Gp (s) is strictly proper with full rank
and has a known modified interactor matrix ξm (s) such
that Kp = lims→∞ξm (s)Gp (s) is finite and nonsingular (
so that Wm(s) = ξ−1

m (s) can be chosen as the transfer ma-
trix for the reference model system).

Assumption 3: The leading principal minors of the
high-frequency gain matrix Kp are nonzero, and their signs
are known.

Assumption 4: The transfer matrix Z−1
p (s)Zd (s) is

proper.
Remark 1: Assumption 1 is for output matching and

internal signal stability. Assumption 2 is for choosing the
reference system model for adaptive control. Assumption
3 is for designing adaptive parameter update laws. As-
sumption 4 is the relative degree condition from the con-
trol input v(t) and the disturbance input d (t) to the output
y(t) for the design of a derivative-free disturbance rejec-
tion scheme.

3. LQR BASLINE WITH ADAPTIVE
AUGMENTATION DISTURBANCE

REJECTION CONTROOLER DESIGN

3.1. Adaptive Augmentation Design
In this section, an adaptive rejection of unmatched in-

put disturbances in multivariable systems is introduced to
the augmentation of the baseline controller based on LDU
decompositions of Kp .

Lemma 3: The matrix Kd = lim
s→∞

ξm (s)Gd (s) is finite if

Z−1
p (s)Zd (s) is proper.

Proof: From Assumption 2, lim
s→∞

ξm (s)Gp (s) = Kp is
finite and nonsingular. we have

lim
s→∞

K−1
p ξm (s)Gp (s) = I. (17)

Hence, if Z−1
p (s)Zd (s) is proper, K−1

p ξm (s)Gp (s)Z−1
p (s)

Zd (s) is proper, that is

lim
s→∞

K−1
p ξm (s)Gp (s)Z−1

p (s)Zd (s)< ∞. (18)

Using Gp (s) = P−1
l (s)Zp (s) in (18), we have

lim
s→∞

K−1
p ξm (s)P−1

l (s)Zp (s)Z−1
0 (s)Zd (s)

= lim
s→∞

K−1
p ξm (s)P−1

l (s)Zd (s)

= lim
s→∞

K−1
p ξm (s)Gd (s)< ∞.

(19)

So that we obtain the following: ξm (s)C(sI −A)−1Bd is
proper, that is Kd = lim

s→∞
ξm (s)Gd (s) is finite.

Based on Lemma 3, the existence of a nominal con-
troller for the system (10) is established a follows.

Theorem 1: From the baseline controller based system
(10) in the unmatched disturbances, under Assumptions 1
and 4, there exists a state feedback control law, to make
the roundedness of all closed-loop signals, disturbance re-
jection, and output tracking the reference ym (t).

Proof: From the baseline controller based system (10),
the input-output form is obtained as

y(t) = Gp (s) [v] (t)+ ȳ(t) , (20)

with Gp (s) = C(sI −A)−1B and ȳ(t) = Gd (s) [d] (t) =
C(sI −A)−1Bd [d] (t). Operate the interactor matrix (a
polynomial matrix) ξm (s) on in the system (10), ẋ(t) =
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A(x)+Bv(t)+Bdd (t) ,y(t) = Cx(t), to reach an expres-
sion of ξm (s) [ym] (t) in a possible form:

ξm (s) [y] (t) =−K̄0x(t)+ K̄pv(t)+ K̄p1v̇+ · · ·
+K̄pl0v(l0) (t)+ K̄dd (t)+ K̄d1ḋ (t)
+ · · · + K̄dl1d(l1) (t) ,

(21)

with some constant matrices K̄0 ∈ RM×n, K̄p ∈
RM×M, K̄p j ∈ RM×M, j = 1,2, . . . , l0, K̄d ∈ RM×p and
K̄di ∈ RM×p, i = 1,2, . . . , l1, for some integers l0, l1 ≥ 0.
From (10) and (20), we have

x(s) = (sI −A)−1Bv(s)+(sI −A)−1Bdd (s) , (22)

Expressing (21) in s domain and using (22), we have

ξm (s)y(s) =−K̄0(sI −A)−1Bv(s)+ K̄pv(s)
+K̄p1sv(s)+ · · ·+ K̄pl0 sl0 v(s)
−K̄0(sI −A)−1Bdd(s)+ K̄dd (s)
+K̄d1sd (s)+ · · ·+ K̄dl1 sl1 d (s) .

(23)

From Assumption 2 that Kp = lims→∞ξ (s)Gp (s) is fi-
nite and nonsingular and Assumption 4, Kp j = 0, j =
1, · · · , l0, K̄P = Kp ,and Kd j = 0, j = 1, · · · , l0, K̄d = Kd

Hence, we have

ξm (s) [y] (t) =−K̄0x(t)+Kpv(t)+Kdd (t) . (24)

From (24) that the control law can be designed as

v(t) = v∗ (t) = K∗T
1 x(t)+K∗

2 r (t)+K∗
3 (t) , (25)

where K∗T
1 = K−1

p K̄0,K∗
2 = K−1

p , and K∗
3 (t) = K3dd (t)

with K3d (t) = −K−1
p Kd , which leads the output match-

ing: ξm (s) [y] (t) = r (t). From (25) to the system (10), we
have

y(t) =C(sI −A−BK∗T
1 )

−1
BK∗

2 [r] (t)
+C(sI −A−BK∗T

1 )
−1

B [K∗
3 ] (t)

+C(sI −A− BK∗T
1 )−1Bdd(s)

=Wm(s) [r] (t) = ym (t) .

(26)

Remark 2: From (26), we can conclude that the plant-
model matching conditions are:

C(sI −A−BK∗T
1 )

−1
BK∗

2 =Wm(s)
Wm(s)K∗−1

2 K∗
3 (s)+C(sI −A−BK∗T

1 )−1Bdd(s)
= 0.

(27)

3.2. Parameterizations of the Term K∗
3 (t)

For the disturbance vector d (t) ∈ Rp, each element
d j (t) in (10) can be expressed as

d j (t) = d j0 +
q j

∑
k=1

d jk f jk (t) = µ∗T
j f j (t) ,

j = 1,2, · · · , p,
(28)

where the parameter matrix and the disturbance signal
components are

µ∗
j =

[
d j0,d j1, · · · ,d jq j

]T ∈ Rq j+1, (29)

f j (t) =
[
1, f j1 (t) , · · · , f jq j (t)

]T ∈ Rq j+1

j = 1,2, . . . , p.
(30)

Hence, the disturbance d (t) is expressed as

d (t) = N∗T f (t) , (31)

N∗T =


µ∗T

1 0T
(q2+1) · · · 0T

(qp+1)

0T
(q1+1) µ∗T

2 · · · 0T
(qp+1)

...
...

...
...

0T
(q1+1) 0T

(q2+1) · · · µ∗T
p


∈ Rp×q,

(32)

f (t) =
[

f T
1 (t) f T

2 (t) . . . f T
p (t)

]T ∈ Rq,
q = q1 +q2 + · · ·+qp + p.

(33)

With K∗
3d =

[
k∗3d1,k

∗
3d2, . . . ,k

∗
3d p

]
,k∗3d j ∈ RM , j = 1, 2, . . .,

p, the disturbance rejection term K∗
3 (t) is parameterized

as

K∗
3 (t) = K∗

3dd (t) = K∗
3dN∗T f (t) = K∗

3 f f (t) , (34)

where the parameter matrix is

K∗
3 f =

[
ϕ ∗

31,ϕ ∗
32, . . . ,ϕ ∗

3p

]
∈ RM×q,

q = q1 +q2 + · · ·+qp + p,
ϕ ∗

3 j = k∗3d jµ∗T
j ∈ RM×(q j+1), j = 1,2, . . . , p.

(35)

Next, the adaptive disturbance rejection design for the
state feedback control scheme will be studied for the plant
with uncertainties from the plant and unmatched distur-
bances.

3.3. Error equation
Applying (12) to the system (10), the closed-loop sys-

tem becomes

ẋ(t) =
(
A+BK∗T

1

)
x(t)+BK∗

2 r (t)
+BK∗

3 (t)+Bdd (t)+B
[
v(t)−K∗T

1 x(t)
−K∗

2 r(t)−K∗
3 (t)] ,

y(t) =Cx(t) .

(36)

In view of (13) and (27) the output tracking error equa-
tion is

e(t) = y(t)− ym(t)
=Wm (s)K∗

p

[
v−K∗T

1 x−K∗
2 r−K∗

3

]
(t)

+ fp (t) , K∗
p = K∗−1

2 ,
(37)

where fp (t) = Ce(A+BK∗T
1 )tx(0) converges to zero expo-

nentially fast due to the stability of A+BK∗T
1 and Wm(s) =

ξ−1
m (s) . Hence we have

ξm (s) [e] (t) = Kp
(
v(t)−K∗T

1 x(t)−K∗
2 r (t)

−K∗
3 (t)) .

(38)

3.4. Adaptive designs using LDU decomposition
To deal with the uncertainty of the high-frequency gain

matrix Kp, we use the LDU decomposition in Lemma 1,
we have

L−1ξm (s) [e] (t) =DU
[
v(t)−K∗T

1 x(t)

− K∗
2 r (t)−K∗

3 (t)] .
(39)
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We have the following formation:

Uv(t) = v(t)− (I −U)v(t) . (40)

With (39) and (40), we have

L−1ξm (s) [e] (t)
= D [v(t)− (I −U)v(t)

−U
(
K∗T

1 x(t)−K∗
2 r (t)−K∗

3 (t)
)]
.

(41)

We have a new parameterization:

L−1ξm (s) [e] (t) = D
[
v(t)−Φ∗

0v(t)−Φ∗T
1 ω (t)

]
, (42)

where Φ∗T
1 = [UK∗T

1 , UK∗
2 , UK∗

3 f ] and ω (t) = [xT (t),
rT (t), f T (t)]T . This new parameterization motivates the
new controller structure:

v(t) = Φ0v(t)+ΦT
1 ω (t) , (43)

where Φ0 and ΦT
1 are the estimates of Φ∗

0 and Φ∗T
1 , Φ0

is upper triangular with zero diagonal elements (only its
nonzero elements are estimated). Matrix Φ0 has the same
strictly form as that of Φ∗

0 = (I−U), and

Φ0 =


0 ϕ12 ϕ13 . . . ϕ1M

0 0 ϕ23 . . . ϕ2M
...

...
...

...
0 0 · · · 0 ϕM−1M

0 0 · · · 0 0

 ∈ RM×M. (44)

From (42) and (43), we obtain a new error model

ξm (s) [e] (t)+Θ∗
0ξm (s) [e] (t) = DΦ̃T (t)ω̄(t), (45)

where the parameter error is Φ̃(t) = Φ(t) − Φ∗, and
ΦT (t) = [Φ0(t),ΦT

1 (t)] is the estimate of unknown param-
eter matrix Φ∗T = [Φ∗

0,Φ∗T
1 ], ω̄(t) = [vT (t),ωT (t)]T and

ω(t) =
[
xT (t),rT (t), f T (t)

]T . Where Θ∗
0 =

(
L−1 − I

)
is

introduced to parameterize the unknown matrix L, which
has the special form:

Θ∗
0 =


0 0 . . . 0

θ ∗
21 0 . . . 0
... . . . 0 0

θ ∗
M1 . . . θ ∗

MM−1 0

 ∈ RM×M. (46)

For such a matrix Θ∗
0 the parameter vectors defined as

θ ∗
2 = θ ∗

21 ∈ R,
θ ∗

3 = [θ ∗
31,θ ∗

32]
T ∈ R2,

...
θ ∗

M−1 =
[
θ ∗

M−11, . . . ,θ ∗
M−1M−2

]
∈ RM−2,

θ ∗
M =

[
θ ∗

M1, . . . ,θ ∗
MM−1

]
∈ RM−1,

(47)

and their estimates are

θ2 (t) = θ21 (t) ∈ R,
θ3 (t) = [θ31 (t) ,θ32 (t)]

T ∈ R2,
...
θM−1 (t) =

[
θM−11 (t) , . . . ,θM−1M−2 (t)

]
∈ RM−2,

θM (t) =
[
θM1 (t) , . . . ,θMM−2 (t)

]
∈ RM−1.

(48)

We introduce a filter h(s) = 1
f (s) , where f (s) is chosen

as a stable and monic polynomial whose degree is equal
to the maximum degree of the modified interactor ξm (s).
Operating both sides of (45) by h(s) IM leads to

ξm (s)h(s) [e] (t)+Θ∗
0ξm (s)h(s) [e] (t)

= D∗h(s)
[
Φ̃T ω̄

]
(t).

(49)

We defined

ē(t) = ξm(s)h(s) [e] (t) = [ē1(t), . . . , ēM(t)]
T , (50)

ηi(t) = [ē1(t), · · · , ēi−1(t)]
T ∈ Ri−1,

i = 2,3, . . . ,M.
(51)

From (49) and (50) in (51), we obtained:

ē(t)+
[
0,θ ∗T

2 (t)η2(t),θ ∗T
3 (t)η3(t),

. . . ,θ ∗T
M (t)ηM(t)

]T
= Dh(s)[Φ̃T ω̄](t).

(52)

Based on the parameterized error equation (49), an es-
timation error signal is introduced:

ε(t) =ē(t)+ [0,θ T
2 (t)η2(t),θ T

3 (t)η3(t),

. . . ,θ T
M (t)ηM(t)]T +Ψ(t)ξ (t) ∈ RM,

(53)

where Ψ(t) ∈ RM×M is the estimate of Ψ∗ = D and

ζ (t) = h(s) [ω̄] (t), i = 1,2, · · · ,M, (54)

ξ (t) = ΦT (t)ζ (t)−h(s)
[
ΦT ω̄

]
(t),

i = 1,2, · · · ,M.
(55)

It then follows from (49), (53), (54) and (55)

ε(t) = [0, θ̃ T
2 η2(t), θ̃ T

3 η3(t), . . . , θ̃ T
MηM(t)]T

+DΦ̃T + Ψ̃(t)ξ (t),
(56)

where Ψ̃(t) = Ψ(t)−Ψ∗ and θ̃i (t) = θi (t)− θ ∗
i are the

parameter errors. This error model is choice for update
laws. Adaptive laws. Based on the error model (56), the
adaptive laws are chosen as

·
θi (t) =−Pθi εi(t)ηi (t)

m2 (t)
, i = 2, . . . ,M, (57)

Φ̇T (t) =−
Pϕ ε(t)ζ T (t)

m2(t)
, (58)

Ψ̇(t) =−Pε(t)ξ T (t)
m2(t)

, (59)

where Pθi = Pθi
T > 0, i = 2, 3, . . ., M, and P = PT > 0 are

adaptive gains; The sign of Pϕ is defined in (15). ε(t) =
[ε1(t),ε2(t), . . . ,εM(t)]

T is calculated from (56), and

m2(t) = 1+ζ T (t)ζ (t)+ξ T (t)ξ (t)+
M

∑
i=2

ηT
i ηi(t). (60)
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3.5. Stability analysis
For the adaptive laws (57)-(59), we have following de-

sired stability properties.
Lemma 4 [34]: the adaptive laws ensures that

(i)θi(t) ∈ L∞, i = 2,3, . . . ,M,Φ(t) ∈ L∞,Ψ(t) ∈ L∞,

and ε(t)
m(t) ∈ L2 ∩L∞;

(ii) θ̇i(t) ∈ L2 ∩L∞, i = 2,3, . . . ,M,Φ̇(t) ∈ L2 ∩L∞,
and Ψ̇(t) ∈ L2 ∩L∞.

Proof: We choose the positive definition function

V =
1
2

(
M

∑
i=2

θ̃ T
i Γ−1

θi
θ̃ + tr

[
Ψ̃T Γ−1Ψ̃

]
+tr

[
Φ̃T DΦ̃

])
.

(61)

From(57)-(59), we derive the time-derivate of V

V =−
M

∑
i=2

θ̃ T
i εi(t)ηi(t)

m2(t)
− ξ T (t)Ψ̃ε(t)

m2(t)

− ζ T
(t)Φ̃Dε(t)
m2(t)

=− εT (t)ε(t)
m2(t)

≤ 0.

(62)

Similar to the case in [34], we derive that
θi(t) ∈ L∞, i = 2,3, . . . ,M,Φ ∈ L∞,Ψ ∈ L∞, ε(t)

m(t) ∈ L2 ∩
L∞, θi(t) ∈ L2 ∩ L∞, i = 2,3, . . . ,M,Φ̇(t) ∈ L2 ∩ L∞, and
Ψ̇(t) ∈ L2 ∩L∞.

Based on Lemma 4, the following desired closed-loop
system properties are established.

Theorem 2: For the plant (10) with uncertainties from
the system parameters and disturbance (1) under Assump-
tions 1-4, and the reference model (13), the LDU decom-
position based MRAC scheme with the adaptive controller
(12) and adaptive parameter update laws (57)-(59) guaran-
tees closed-loop system boundedness and asymptotic out-
put tracking lim

t→∞
e(t) = 0 with e(t) = y(t)− ym(t).

Proof: (outline) The proof of this stability theorem
can be established through using a unified framework. Be-
cause the control input v(t) described in (43) depends on
the state x(t), it first needs to be expressed by using the
system output y(t) through establishing the state observer
of the plant:

˙̂x(t) = (A−LC) ˙̂x(t)+Bv(t)+Bdd (t)+Ly(t) (63)

where L∈Rn×M is a gain matrix such that A−LC is stable,
which is possible (AC) is assumed to be detectable. Hence
we have

v(t) =ΦT
1 (t)ω1 (t)+ΦT

2 (t)ω2 (t)

+ΦT
3d (t)ω3 (t)+K2 (t)r (t)+Φ3 (t) f (t) ,

(64)

where ΦT
1 (t), ΦT

2 (t), ΦT
3d (t), K2 (t) and Φ3 (t) are adap-

tive estimates of the corresponding nominal controller pa-
rameters and

ω1 (t) =
a(s)
Λ(s) [v] (t), ω2 (t) =

a(s)
Λ(s) [y] (t),

ω3 (t) =
b(s)
Λ(s) [ f ] (t),

with a(s) = [IM sIM . . . sn−1IM]
T , b(s) = [Iq sIq

. . . sn−1Iq]
T , and Λ(s) being a chosen monic stable poly-

nomial of degree n, which has the same eigenvalues with
A−LC. Then, introducing the fictitious filters for the plant
y(t) = C(sI −A)−1Bv(t)+C(sI −A)−1Bdd (t) and using
series transformations, the control input described as (64)
is transformed into the form

v(t) = G11 (s, ·) [ȳ] (t)+G12 (s, ·) [r] (t)
+G13 (s, ·) [ f ] (t)+G14 (s, ·) [ fp] (t) ,

(65)

where ȳ(t) = h(s) [y] (t) ( h(s) is given below (48)) and
G11 (s, ·) ,G12 (s, ·) ,G13 (s, ·) , and G14 (s, ·) are proper sta-
ble operators with finite gains. Furthermore, a filtered ver-
sion of the output signal y(t) is expressed in a feedback
framework:

∥ȳ(t)∥ ≤x0 +β1

∫ t

0
e−α1(t−τ)x1 (τ)

×
(∫ τ

0
e−α2(τ−ω) ∥ȳ(ω̄)∥dω̄

)
dτ,

(66)

for some β1,α1,α2 > 0, and x1 (t) =
∥∥Φ̇(t)

∥∥ +
∥ε (t)∥m(t)∈ L2∩L∞ . Applying the small gain lemma to
Eq.(60), we conclude that ȳ(t) ∈ L∞, and so y(t) ,v(t) ∈
L∞ . Thus, the signals satisfy ω̄ (t) ,ζ (t) ,ξ (t) ,m(t) ,ε ∈
L∞ . Furthermore, θi,

ε(t)
m(t) ,Φ̇(t) ,Ψ̇(t) ∈ L2 (Lemma 4 )

are satisfied, and in turn ξ (t) and e(t) = y(t)− ym (t),
such that e(t) = y(t)− ym (t) converges to zero.

4. SIMULATION STUDY

In this section, the proposed LQR based MRAC scheme
is applied to an aircraft control system model with dis-
turbance. Through simulation evaluation, we give com-
parison among the LQR method, the PMRAC augmented
method, single MRAC method and the proposed LQR
based MRAC method under the disturbance situation.
Different simulation results are given to illustrate the
effectiveness of our proposed turbulence compensation
method.

4.1. Aircraft system model

Our simulation model is chosen to represent lateral-
directional motion of a conventional aircraft derived in
[35], with the rudder δr primary control the yaw rate r and
the sideslip angle β . The ailerons changing its roll rate p
and the bank angle φ .

φ̇
β̇
ṗ
ṙ

=


0 0 1 0
g
V

Yβ
V

Yp

V
Yr
V −1

0 Lβ Lp Yr

0 Nβ Np Nr




φ
β
p
r
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+


0 0

Yδa
V

Yδr
V

Lδa Lδr

Nδa Nδr

( δa

δr

)
. (67)

The following example for a small passenger aircraft in
a cruise configuration, typical values of these parameters
are

Ap =


0 0 1 0

0.0487 −0.0829 0 −1
0 −4.546 −1.699 0.1717
0 3.382 −0.0654 −0.0893

 ,

Bp =


0 0
0 0.0116

27.276 0.5758
0.3952 −1.362

 ,
C =

[
1 0 0 0
0 1 0 0

]
.

4.2. Controller design
The baseline controller is

ubl = KT
x x. (68)

After several design iterations, we have selected LQR
diagonal

Q = diag
(

1 10 0.1 5
)
,R = I2×2. (69)

The resulting baseline LQR state feedback solution is

KT
x =

[
−1.0064 −0.045 −0.361 0.027
−0.0823 −1.3869 −0.0459 2.552

]
.

For the aircraft system, the transfer function, Gp (s) =
C(sI −A)−1B has stable zeros: s1=-4.507, s2=-0.91, s3=-
0.5685, and is strictly proper and full rank. The interactor
matrix is chosen as

ξ (s) = diag
{

s+1 (s+1)2 } . (70)

The high-frequency matrix

Kp = lim
s→∞

ξm (s)Gp (s)

=

[
2.2673 8.8455
−0.0902 −0.3521

]
, (71)

is finite and nonsingular and the matrix

Kd = lim
s→∞

ξm (s)Gd (s)

=

[
−0.0386 −0.0526
−0.2481 −0.6246

]
, (72)

is finite. We choose h(s) = 1
(s+1)2 .From G0 (s) and Gd (s),

we can obtain

lim
s→∞

Z−1
0 (s)Zd (s) =

[
−0.017 −0.0064
2.7493 1.7739

]
, (73)

this means relative degree condition Assumption 4 is en-
sured. The related gain parameters in adaptive laws (57)-
(59) are chosen as

Pθ = 5,Pϕ = diag
{

0.5 0.5
}
,

P = diag
{

1 1
}
. (74)

4.3. Simulation results
The LQR method, PMRAC augmented method, single

MRAC method, LQR based MRAC method are simulated
and comparisons are systematically presented. Three sets
of simulation results are provided below. Case 1 is de-
signed for comparison on the four controllers with reduc-
tion on control effectiveness and unmatched disturbance
turned on. Case 2 and 3 are designed to show the effec-
tiveness of the proposed LQR based MRAC augment con-
troller.

For simulation studies, the initial state is chosen
as x0 (t) =

[
0.1 0.1 0.1 0.1

]
and the initial pa-

rameter values are set as 70% of their true values.
We have selected the following control effectiveness
Λ = 0.5I2×2 , the constant unknown coefficient is Γ =(

4Ap (2,2) 2Ap (2,3) 2Ap (2,4)
4Ap (2,1) 2Ap (3,3) 2Ap (3,4)

)T

and the known

regressor vector is Ω(x) =
(

β p r
)T .

The unmatched disturbance is defined in [36] as

bφw =
[

0 −0.0487 0 0
]T
,

bβw =
[

0 0.0829 4.546 3.382
]T
.

(75)

Two types of disturbance are described the constant tur-
bulence and the time-varying turbulence.

1) We consider the constant roll and slide angle wind
velocity disturbance as below:

φw = 1crad/s,βw = 1crad/s, (’crad’is’centrad’) .
2) We time-varying roll and slide angle wind velocity

disturbance as below:
φw = 2sin(0.2t) crad/s,
βw = 3sin(0.2t)+2sin(0.5t) crad/s,

where ω1, ω2 and ω3 are randomly chosen as 0.2, 0.3 and
0.5 for the numerical study, respectively. All the magni-
tudes of the preceding disturbances are unknown to the
adaptive controller.

Case 1 is for time-varying tracking with reference step
input when the uncertainty parameters and constant roll
and slide angle wind velocity disturbance occur. As shown
in Fig. 1 and Fig. 2, the baseline controller is able to stabi-
lize the perturbed dynamics and the tracking performance
is unacceptable. The aileron and rudder deflections ex-
hibit the unwanted oscillations. As shown in Fig. 3 and
Fig. 4, the LQR augment with PMRAC method was able
to stabilize the perturbed dynamics. The corresponding
aileron and rudder deflections are reasonable and well
within the actuator capabilities. But there is a tracking
error in response to unmatched uncertainty. As shown in
Fig. 5 and Fig. 6, the single MRAC method was able to
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Fig. 1. LQR controller response with disturbance.

stabilize the perturbed dynamics and recovers the desired
closed-loop tracking performance. But the tracking tran-
sient of this controller is not well performed. As shown in
Fig. 7 and Fig. 8, the proposed new LQR based MRAC
method was able to stabilize the perturbed dynamics and
recovers the desired closed-loop tracking performance
and the transient of this controller is well performed.

Case 2 is for the corresponding time-varying tracking
with time-varying input r (t)=

[
sin(0.3t) 0.5sin(2t)

]T
, when the uncertainty parameters and constant roll and
slide angle wind velocity disturbance occur. As shown in
Fig.9 and Fig.10, the proposed new LQR based MRAC
method was able to stabilize the perturbed dynamics and
recovers the desired closed-loop tracking performance.

Case 3 is for corresponding time-varying tracking track-
ing with time-varying input r (t)=

[
sin(0.3t) 0.5sin(2t)

]T
, when time-varying roll and slide angle wind velocity dis-
turbance occur. As shown in Fig. 11 and Fig. 12, we can
also draw the same conclusions as Case 2.

From the simulations above, the proposed new LQR
based MRAC method shows great effectiveness in the
present of matched and unmatched disturbance.

5. CONCLUSIONS

In this paper, disturbance rejection algorithm based on
MRAC augmentation of linear quadratic regulator con-
troller (LQR) is investigated for uncertain turbulence dis-
turbances. The direct adaptive state feedback optimal
controller based on an LDU gain decomposition param-
eterization is designed to solve the turbulence compen-
sation problem to enhance control performance. Under
the proposed control techniques, the bounded stability is
achieved and the controller is able to remain within tight
bounds on disturbance. Finally, simulation results are pre-

Fig. 2. LQR control signal.

Fig. 3. PMRAC response with disturbance.

sented to illustrate the effectiveness of the MRAC aug-
mentation of LQR controller. This paper has established
disturbance rejection method in theory and demonstrated
via simulation results from application to a linearized air-
craft models around the equilibrium points. However, this
design is still needed to apply to the nonlinear aircraft dy-
namics and non-minimum phase system. Our future re-
search will address modifications of this algorithm to ex-
pand such operation domains.

REFERENCES

[1] X. Y. Zhang, Y. T. Han, B. Tao, Y. H. Wei, and K. M.
Ma, “H∞ controller design using LMIs for high-speed un-
derwater vehicles in presence of uncertainties and distur-
bances,” Ocean Engineering, vol. 104, no. 1, pp. 359-369,
June 2015. [click]

http://dx.doi.org/10.1016/j.oceaneng.2015.05.026


www.manaraa.com

The LQR Baseline with Adaptive Augmentation Rejection of Unmatched Input Disturbance 1311

Fig. 4. PMRAC control signal.

Fig. 5. Single MRAC response with disturbance.

[2] Y. X. Zhang, Q. Wang, C. Y. Dong, and Y. F. Jiang, “H∞
output tracking control for flight control systems with time-
varying delay,” Chinese Journal of Aeronautics, vol. 26,
no. 5, pp. 1251-1258, July 2013. [click]

[3] A. J. Munoz, V. P. Vega, and A. S. Orta, “Uniformly contin-
uous differintegral sliding mode control of nonlinear sys-
tems subject to holder disturbances,” Automatica, vol. 66,
no. 1, pp. 179-184, August 2016. [click]

[4] J. H. Song, S.M. Song, and H.B. Zhou, “Adaptive Nonsin-
gular Fast Terminal Sliding Mode Guidance Law with Im-
pact Angle Constraints,” International Journal of Control,
Automation and Systems, vol.14, no.1, pp. 99-114, Febru-
ary 2016. [click]

[5] J. Zhu and K. Khayati, “Adaptive sliding mode control
- convergence and gain boundedness revisited,” Interna-
tional Journal of Control, vol. 89, no. 4, pp. 801-814,
November 2015. [click]

Fig. 6. Single MRAC control signal.

Fig. 7. New LQR based MRAC response with distur-
bance.

[6] X. K. Chen, “Adaptive sliding mode control for discrete-
time multi-input multi-output systems,” Automatica, vol.
42, no. 3, pp. 427-435, March 2006. [click]

[7] F. Castanos and L. Fridman, “Analysis and Design of Inte-
gral Sliding Manifolds for systems with unmatched pertur-
bations,” IEEE Trans. on Automatic Control, vol. 51, no. 5,
pp. 853-858, May 2006.

[8] F. B. Li, L. G. Wu, P. Shi, and C. C. Lim, “State estimation
and sliding mode control for semi-Markovian jump sys-
tems with mismatched uncertainties,” Automatica, vol. 51,
no. 1, pp. 385-393, January 2015. [click]

[9] J. H. Zhang, P. Shi, and W. G. Lin, “Extended sliding mode
observer based control for Markovian jump linear systems
with disturbances,” Automatica, vol. 70, no. 3, pp. 140-147,
March 2016.

[10] Y. M. Li, S. C. Tong, and T. S. Li, “Adaptive fuzzy output
feedback dynamic surface control of interconnected non-

http://dx.doi.org/10.1016/j.cja.2013.07.024
http://dx.doi.org/10.1016/j.automatica.2016.01.011
http://dx.doi.org/10.1007/s12555-014-0155-8
http://dx.doi.org/10.1080/00207179.2015.1101491
http://dx.doi.org/10.1016/j.automatica.2005.10.008
http://dx.doi.org/10.1016/j.automatica.2014.10.065


www.manaraa.com

1312 Xin wang, Xin Chen, and Liyan Wen

Fig. 8. New LQR based MRAC control signal.

Fig. 9. New LQR based MRAC with time-varying input
response in the constant disturbances.

linear pure-feedback systems,” IEEE Trans. on Cybernet-
ics, vol. 40, no. 1, pp. 138-149, January 2015.

[11] Y. M. Li, S. C. Tong, and T. S. Li, “Composite adaptive
fuzzy output feedback control design for uncertain non-
linear strict-feedback systems with input saturation,” IEEE
Trans. on Cybernetics, vol. 45, no. 10, pp. 2299-2308, Oc-
tober 2015.

[12] Y. M. Li and S. C. Tong, “Adaptive fuzzy output-feedback
stabilization control for a class of switched nonstrict-
feedback nonlinear systems,” IEEE Trans. on Cybernetics,
vol. PP, no. 99, pp. 1-10, March 2016.

[13] C. K. Ahn, L. G. Wu, and P. Shi, “Stochastic stability anal-
ysis for 2-D Roesser systems with multiplicative noise,”
Automatica, vol. 69, no. 3, pp. 356-363, April 2016.

[14] C. K. Ahn, “l2 − l∞ suppression of limit cycles in interfered
two-dimensional digital filters: a Fornasini-Marchesini

Fig. 10. New LQR based MRAC with time-varying input
in the constant disturbances.

Fig. 11. New LQR based MRAC with time-varying re-
sponse in the time-varying disturbances.

Model case,” IEEE Trans. on Circuits and Systems, vol.
61, no. 8, pp. 614-618, August 2014.

[15] C. K. Ahn, P. Shi, and M. V. Basin, “Two-dimensional
dissipative control and filtering for Roesser model,” IEEE
Trans. on Automatic Control, vol. 60, no. 7, pp. 1745-1759,
July 2015.

[16] G. Tao, “Multivariable adaptive control: a survey,” Auto-
matica, vol. 50, no. 11, pp. 2737-2764, November 2014.
[click]

[17] B. Peterson and K. Narendra, “Bounded error adaptive con-
trol,” IEEE Trans. on Automatic Control, vol. 27, no. 6, pp.
1161-1168, December 1982.

[18] K. Narendra and A. Annaswamy, “A new adaptive law
for robust adaptation without persistent excitation,” IEEE
Trans. on Automatic Control, vol. 32, no. 2, pp. 134-145,
February 1987.

http://dx.doi.org/10.1016/j.automatica.2014.10.015


www.manaraa.com

The LQR Baseline with Adaptive Augmentation Rejection of Unmatched Input Disturbance 1313

Fig. 12. New LQR based MRAC with time-varying re-
sponse in the time-varying disturbances.

[19] P. Ioannou and K. Tsakalis, “A robust direct adaptive con-
troller,” IEEE Trans. on Automatic Control, vol. 31, no. 11,
pp. 1033-1043, November 1986.

[20] Y. Wang, F. Li, and A. D. Ronch, “Adaptive feedforward
control design for gust loads alleviation of highly flexi-
ble aircraft,” Proc. of AIAA Atmospheric Flight Mechanics
Conference, pp. 1-22, 2015.

[21] B. Shahsavari, J. Pan, and R. Horowitz, “Adaptive rejection
of periodic disturbances acting on linear systems with un-
known dynamics,” Proc. of IEEE Conference on Decision
and Control, pp. 1-8, 2016.

[22] N. T. Nguyen, “Multi-objective optimal control modi-
fication adaptive control method for systems with in-
put and unmatched uncertainties,” Proc. of AIAA Guid-
ance,Navigation,and Control Conference, pp. 1-15, 2014.

[23] N. T. Nguyen and S. N. Balakrishnan, “Bi-objective op-
timal control modification adaptive control for systems
with input uncertainties,” IEEE/CAA Journal of Automat-
ica Sinica, vol. 1, no.4, pp. 423-434, April 2014.

[24] N. T. Nguyen, “Optimal control modification for robust
adaptive control with large adaptive gain,” Systems & Con-
trol Letters, vol. 61, no.4, pp. 485-494, April 2012. [click]

[25] D. P. Wiese and A. M. Annaswamy, “Adaptive control
for a generic hypersonic vehicle,” Proc. of AIAA Guid-
ance,Navigation,and Control Conference, pp. 1-21, 2013.

[26] Z. T. Dydek, A M. Annaswamy, and E. Lavretsky, “Adap-
tive control and the NASA X-15-3 flight revisited,” IEEE
Control Systems, vol. 30, no.3, pp. 32-48, June 2010.

[27] D. P. Wiese, A. M. Annaswamy, J. A. Muse, and M.
A. Bolender, “Adaptive output feedback based on closed-
loop reference models for hypersonic vehicles,” Journal
of Guidance, Control,and Dynamics, vol. 38, no. 12, pp.
2429-2440, December 2015. [click]

[28] K. A. Wise and E. Lavretsky, “Robust and adaptive control
of X-45A J-UCAS: a design trade study,” Proc. of the 18th
IFAC World Congress, vol. 44, no. 1, pp. 6555-6560, 2011.

[29] E. Lavretsky, “Combined/composite model reference adap-
tive vonrol,” Proc. of AIAA Guidance,Navigation,and Con-
trol Conference, pp. 1-15, 2009.

[30] E. Lavretsky, “Comparison of model reference adaptive
controller designs applied to the NASA generic transport
model,” Proc. of AIAA Guidance,Navigation,and Control
Conference, pp. 1-16, 2010.

[31] J. Levin, R. Gadient, and E. Lavretsky, “Alternative
model reference adaptive control,” Proc. of AIAA Guid-
ance,Navigation,and Control Conference, pp. 1-12, 2010.

[32] E. Lavretsky, R. Gadient, and I. M. Gregory, “Predictor-
based model reference adaptive control,” Journal of Guid-
ance, Control, and Dynamics, vol. 33, no. 4, pp. 1195-
1201, July-August 2010. [click]

[33] V. P. Gerdt, W. Koepf, W. M. Seiler, and E. V. Vorozhtsov,
Computer Algebra in Scientific Computing, Springer, New
York, 2011.

[34] G. Tao, Adaptive Control Design and Analysis, Wiley-
Interscience, New Jersey, 2003.

[35] E. Lavretstky and K. A. Wise, Robust and Adaptive Control
with Aerospace Applications, Springer, New York, 2013.

[36] A. E. Bryson, Control of Spacecraft and Aircraft, Princeton
University , New Jersey, 1994.

Xin Wang received the B.S. and M.S. de-
grees in the College of Automation Engi-
neering, Nanjing University of Aeronau-
tics & Astronautics, in 2005 and 2008. He
is currently working toward a Ph.D.degree
in the College of Automation Engineer-
ing, Nanjing University of Aeronautics &
Astronautics His research interests include
control theory, unmanned aerial vehicle

control technology and flight control system.

Xin Chen received the Ph.D. degree in
Northwestern Polytechnical University in
1996. He is now a professor in the College
of Automation Engineering,Nanjing Uni-
verisity of Aeronautics & Astronautics.His
research interests include adaptive control
,unmanned aerial vehicle control technol-
ogy and flight control system.

Liyan Wen received the B.S degree in
Shandong University in 2009 and received
the M.S. degree in Nanjing Normal Uni-
versity 2012. She is currently working to-
ward a Ph.D. degree in the College of Au-
tomation Engineering, Nanjing University
of Aeronautics & Astronautics. Her re-
search interests include adaptive control,
disturbance rejection and aircraft flight

control.

http://dx.doi.org/10.1016/j.sysconle.2012.01.009
http://dx.doi.org/10.2514/1.G001098
http://dx.doi.org/10.2514/1.46849


www.manaraa.com

Reproduced with permission of copyright owner.
Further reproduction prohibited without permission.


